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This paper introduces progressive multi-objective optimization (PMOO), a novel technique to include the decision maker’s preferences into the multi-objective optimization process. PMOO integrates a well-known method for multi-criteria decision making (PROMETHEE) into a simple multi-objective metaheuristic by maintaining and updating a small reference archive of nondominated solutions throughout the search. By applying this novel technique to a set of instances of the multi-objective knapsack problem, the superiority of PMOO over the commonly accepted sequential approach of generating a Pareto set approximation first and selecting a single solution afterwards is demonstrated.
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1. Multi-Objective Optimization and Multi-Criteria Decision Making

Many real-life optimization problems have multiple, often conflicting, objectives. In vehicle routing for example, it may be appropriate to simultaneously minimize the total distance traveled, the number of vehicles used, and (to make sure that all routes are approximately of equal length) the difference between the duration of the longest and the shortest trip. In such a multi-objective optimization problem, the notion of optimality needs to be abandoned in favor of the concept of domination. A solution $x$ is said to dominate a solution $y$ if $x$ is at least as good as $y$ with respect to all objectives and better with respect to at least one. The aim of multi-objective optimization is therefore not to find an optimal solution, but rather to find the set of nondominated solutions, called the Pareto frontier.

Given the fact that most multi-objective optimization problems are NP-hard, (meta)heuristics often present the only viable techniques to solve them. Such multi-objective metaheuristics (MOMH) generally generate a (potentially very large) set of (mutually nondominated) solutions, from which the decision maker is left to choose one. This set is called the Pareto frontier approximation. Figure 1 illustrates these concepts.
Most papers on MOMH do not consider the problem of selecting the final solution from the Pareto frontier approximation, and (implicitly) assume that the decision maker will use a multi-criteria decision-making (MCDM) method for this purpose. In order to do this, the MCDM method must model the decision maker’s preferences and use them to determine the best solution. However, rather than using a posteriori method (that finds a Pareto frontier approximation first and only then selects a solution), it often makes sense to incorporate the preferences of the user directly into the MOMH. At the very least, using an a priori approach solves the problem that most MCDM methods are not designed with the output of a typical MOMH in mind. MOMH may generate thousands of solutions, whereas MCDM methods were designed to select between a set of solutions that is far smaller than that. Notwithstanding the fact that some methods have been proposed to limit the number of solutions reported by the MOMH (e.g., see Refs. 1 and 2), an integration of preferences into a MOMH may prevent the MCDM method from having to choose between a very large number of solutions.

However, few papers, most of which have been surveyed in Refs. 3 and 4, describe methods in which the user’s preferences are integrated into a MOMH. In the literature, examples can be found of preferences being represented as solution attributes, trade-offs between objectives, optimization goals, outranking relations, fuzzy preferences or utility functions. A recent approach is $g$-dominance, that uses the idea of reference points that are essentially projections of the user’s preferences and searches for solutions that are close to these reference points.

Perhaps surprisingly, the literature seems devoid of any attempt to integrate an actual MCDM method into a MOMH. Although several methods have been developed that integrate the decision maker’s preferences into the multi-objective optimization process, these methods generally do not use the theory, concepts and techniques developed in the field of MCDM, but define an ad hoc way to do this. In this paper, a new method for the integration of MOMH and MCDM is developed that does truly integrate a MCDM method into a MOMH. In this way, the advantages of
using a widely accepted MCDM technique (e.g., respect for scales, no need to use a utility function) are taken along. This new method, called *progressive multi-objective optimization* (PMOO), maintains a (small) reference archive of nondominated solutions throughout the search. It uses a multi-criteria method (PROMETHEE, explained in Sec. 2) to determine whether incumbent solutions are allowed into the archive by comparing them to the solutions already in the archive. The use of PROMETHEE is not compulsory for the ideas presented in this paper and the use of a different MCDM should only result in a technical difference in the final implementation of PMOO. A local search metaheuristic is used (tabu search in this paper) to search for these incumbent solutions. The metaheuristic uses information from the multi-criteria evaluation of the solutions in the archive to guide the search towards promising regions of the search space.

Progressive multi-objective optimization is *a priori* in nature since the preference modeling takes place before the optimization process. This, of course, assumes that such modeling can be done and that the goal of the method is to produce a single solution. There are many situations imaginable in which the decision maker would actually prefer to obtain several structurally different solutions, that can be used to structure and can even change his/her preferences in the course of the decision-making process. We argue however, that if the decision maker’s preferences are measurable and relatively stable, and it is desired of the decision-making method to produce a single solution rather than a Pareto set of solutions, the PMOO method offers a compelling alternative over other comparable methods.

PMOO is one of the first attempts to truly integrate an MCDM within a MOMH. This paper investigates whether this new approach outperforms the *a posteriori* approach implicitly assumed in the MOMH-literature. In a controlled lab experiment, the performance of both methods is compared by applying them to a variety of instances of the *multi-objective knapsack problem*, a generalization of the single-objective knapsack problem in which each item has several profit values. To this end, a simple *tabu search* MOMH is developed (see Sec. 3) and combined with the PROMETHEE MCDM method (see Sec. 4).

The progressive method is compared to a traditional “MCDM-follows-MOMH” method, making sure that as many components as possible are the same in both solution techniques. The methods are compared both with respect to the quality of the solutions they produce and the computing times they require and results are reported in Sec. 5. In Sec. 6, some conclusions are drawn and pointers for future research are given.

2. The PROMETHEE Multicriteria Method

The PROMETHEE multicriteria method, first introduced by Brans,\textsuperscript{21} is used to compare a set of alternatives (solutions) that have all been ranked on a number of criteria (objectives). For a complete overview of the PROMETHEE method and its variants, see Ref. 22. The starting point for this method is an evaluation table...
(see Table 1), that contains for each alternative \( a_k \) its score on each criterion \( f_j \). In the language of multi-objective optimization, alternatives correspond to solutions that need to be compared, and the criteria are the objective function values on the basis of which this comparison is to be made.

From the evaluation table, the PROMETHEE method calculates all pairwise differences between any two alternatives \( k \) and \( l \) on each criterion:

\[
d_j(a_k, a_l) = f_j(a_k) - f_j(a_l), \quad \forall j = 1, \ldots, m, \forall k, l = 1, \ldots, K.
\]  

Using these pairwise differences, a *degree of preference* of one alternative over the other on a specific criterion is determined by means of so-called generalized preference functions: \( H_j(d_j) \). These are monotonic nondecreasing or nonincreasing functions respectively for criteria that need to be maximized or minimized and may be different from one criterion to another. They are used to transform the pairwise differences, which may be expressed in any unit, into a normalized number between 0 and 1. These functions are used to add *intra-criterion preference information*, as they model the way a decision maker might perceive differences in scores of different alternatives with respect to a single criterion.

The experiments performed in this paper use a *linear generalized preference function with indifference region* (i.e., type 5, Ref. 22). This function has two parameters: \( q_j \) being the minimal pairwise difference in scores on a criterion for which the decision maker perceives a difference and \( p_j \) the so-called strict preference threshold. If the difference in scores of two alternatives on a criterion is less than \( q_j \), the decision maker is indifferent and the degree of preference is 0. In case this difference is larger than \( p_j \), the degree of preference is 1. The linear generalized preference function with indifference region, including its mathematical formulation, is depicted in Fig. 2.

The degrees of preference are aggregated into so-called *aggregated preference indices*, by adding some *inter-criterion preference information*, in the form of a vector of *criterion weights*, \( w \). This weight vector is assumed to be normalized, i.e., \( \sum_{j=1}^{m} w_j = 1 \). The aggregated preference index is a measure of the decision maker’s preference of an alternative \( a_k \) over an alternative \( a_l \).

\[
\Pi(a_k, a_l) = \sum_{j=1}^{m} w_j H_j(d_j(a_k, a_l)) = \sum_{j=1}^{m} w_j H_j(f_j(a_k) - f_j(a_l)).
\]
The most commonly used PROMETHEE methods are the PROMETHEE I and II methods, the former being based on the so-called positive and negative flows: $\phi^+$ and $\phi^-$, while the latter combines these two flows into a single net flow: $\phi = \phi^+ - \phi^-$. The positive flow of an alternative is a measure of how much this alternative is preferred over the others, while the negative flow is a measure of how much other alternatives are preferred over this one. They are defined in the following manner:

$$\phi^+(a_k) = \frac{1}{K-1} \sum_{l=1}^{K} \Pi(a_k, a_l) = \frac{1}{K-1} \sum_{j=1}^{m} \sum_{l=1}^{K} w_j H_j(f_j(a_k) - f_j(a_l)), \quad (2.3)$$

$$\phi^-(a_k) = \frac{1}{K-1} \sum_{l=1}^{K} \Pi(a_l, a_k) = \frac{1}{K-1} \sum_{j=1}^{m} \sum_{l=1}^{K} w_j H_j(f_j(a_l) - f_j(a_k)) \quad (2.4)$$

and consequently

$$\phi(a_k) = \frac{1}{K-1} \sum_{j=1}^{m} \sum_{l=1}^{K} w_j [H_j(f_j(a_k) - f_j(a_l)) - H_j(f_j(a_l) - f_j(a_k))]. \quad (2.5)$$

The PMOO method developed in this paper uses the PROMETHEE II method, mainly because the PROMETHEE I method may result in incomparability between a pair of alternatives, whereas the PROMETHEE II method is always able to rank any pair of solutions. The outranking relation constructed in this method only involves preference and indifference relations, which are defined as:

- Alternative $a_k$ is said to be preferred above $a_l$ (denoted as $a_k P^H a_l$) if
  $$\phi(a_k) > \phi(a_l). \quad (2.6)$$
- Alternatives $a_k$ and $a_l$ are considered to be indifferent (denoted as $a_k I^H a_l$) if
  $$\phi(a_k) = \phi(a_l). \quad (2.7)$$
Unlike the PROMETHEE I method, the PROMETHEE II method ensures a complete ranking of all alternatives. This is necessary because PMOO works with a small reference archive of nondominated solutions, and some steps require the identification of the “best” or the “worst” solution in this archive. If incomparability between solutions is allowed, the concept of “best” or “worst” solution becomes problematic. A more involved version of PMOO could allow incomparability, using modified definitions of the “best” and the “worst” solution. However, the PMOO algorithm developed in this paper only uses PROMETHEE II. In the remainder of this paper, the term PROMETHEE is therefore used to signify only PROMETHEE II.

3. A Simple Tabu Search Metaheuristic for the Multi-Objective Knapsack Problem

The (single-objective) knapsack problem is one of the best-known combinatorial optimization problems, and has many variants. In its simplest form, this problem can be described as follows. Given \( n \) items, each with a certain cost \( c_i, \ i \in [1, n] \) and a certain value or profit \( g_i \), the objective is to select a subset of items of which the total profit is maximal, while having a cost below a certain threshold, called the knapsack capacity \( C \).

The multi-objective knapsack problem is a simple extension of the single-objective knapsack problem, in which each item has \( m \) profits, and the objective is to maximize all \( m \) objectives simultaneously. In this problem, \( g_{ij} \) represents the profit (gain) of item \( i \) in objective function \( j (j = \{1, \ldots, m\}) \), and \( f_j(x) \) represents the score of solution \( x \) on the \( j \)th objective function value. Note that the term “maximize” is put between quotes in this formulation, because of the multi-objective nature of the problem, in which a true maximum does not exist.

\[
\text{“maximize” } f_j(x) = \sum_{i=1}^{n} g_{ij}x_i \quad (3.1)
\]
\[
\text{s.t. } \sum_{i=1}^{n} c_ix_i \leq C \quad (3.2)
\]
\[
x_i \in \{0, 1\}. \quad (3.3)
\]

The PMOO method described in Sec. 4 embeds the PROMETHEE method into a simple tabu search metaheuristic. Tabu search is a metaheuristic framework introduced by Glover that uses memory structures to guide the search through the solution space. The tabu search procedure iteratively improves the quality of a solution by adding or removing one item at a time. It should be noted that the aim of this tabu search procedure is to provide a simple foundation upon which the principles of the progressive multi-objective optimization framework can be built. It is therefore not expected to be competitive with state-of-the-art approaches for the multi-objective knapsack problem, such as the one by Gandibleux and Freville.
The tabu search procedure starts by sorting all items in decreasing order of value. The value of an item is a weighted sum of its different objectives (profits), divided by its cost. The (current) weight vector $\alpha = \{\alpha_1, \ldots, \alpha_m\}$ determines the weight of each profit function and determines the search direction in the objective function space. In the PMOO method, the $\alpha$-vector is determined by examining the solutions in its archive, and is the main vehicle through which the PMOO method steers the search in a promising direction.

Using the current weight vector, the value of item $i$ is calculated as $v_i = \sum_{j=1}^{m} g_{ij} \alpha_j / c_i$. At each step, the tabu search procedure either adds the item that is not tabu and has the largest value or removes the item that is not tabu and has the smallest value. An item is only removed if no items can be added without exceeding the capacity. At each point in the tabu search procedure, the solution therefore remains feasible.

When an item is added or removed, its index number is added to the tabu list. The tabu list has a fixed tenure (length) $t$ and therefore always contains the $t$ most recently added or removed items. Items that appear on the tabu list cannot be added or removed.

The tabu search algorithm also features a perturbation move. This move modifies the solution by changing the status of each item with a fixed probability $P_{\text{perturb}}$. The only restriction is that items that are absent in the solution are only added if this does not violate the capacity constraint. The tabu search continues until a fixed number of iterations $N_{\text{max}}$ without improvement is registered. At the end of a tabu search run, the solution with the highest weighted objective function value is reported.

The tabu search algorithm requires only three parameters to be set: the tabu tenure $t$, the probability to change the status of each item in the perturbation move $P_{\text{perturb}}$, and the maximum number of iterations without improvement $N_{\text{max}}$.

4. Progressive MOMH: Integration of PROMETHEE and Tabu Search for the Multi-Objective Knapsack Problem

The progressive MOMH method integrates the PROMETHEE method into the tabu search method by maintaining and updating a (small) reference archive of (high-quality) solutions throughout the search. The PROMETHEE method treats these solutions as alternatives that need to be compared against each other. Similarly, the objective functions of the multi-objective knapsack problem are the criteria that the MCDM uses to base its comparison on. The corresponding terms in the PROMETHEE method and the tabu search method are explained in Table 2.

The main purpose of the PMOO archive is twofold. First, it is used to determine the quality of an incumbent solution by comparing it to the solutions in the archive using the PROMETHEE method. Second, the output of the PROMETHEE method comparing the solutions in the archive is used to determine the value of the current $\alpha$-vector of the tabu search method and hence steer the search towards promising
solutions. The solution reported is the best one in the final archive according to PROMETHEE.

The size $A$ of the archive remains fixed throughout the search. The initial archive is built as follows. First, a set of $A$ random $\alpha$-vectors is generated. Then, the initial archive is filled with $A$ solutions by performing a tabu search (starting from a random initial solution) using each of the $\alpha$-vectors. The $\alpha$-vector which was used to find the $i$th solution in the archive is stored as $\alpha_i$.

The progressive MOMH method then iterates the following steps (a worked-out example of these steps can be found in Appendix B):

1. The PROMETHEE method is run on the archive to determine the net flows ($\phi_i$) of all solutions in the archive. These net flows are calculated based on the scores of each solution in the archive on each of the different objectives.

2. A new solution is found by tabu searching using the vector $\alpha_{\text{new}}$. This vector is calculated as a weighted combination of the $\alpha$-vectors of all solutions except the one with the lowest net flow. The net flow of each solution is used as a weight for the $\alpha_i$-vectors, i.e.,

$$
\alpha_{\text{new}} = \frac{\sum_{i=1}^{A-1} \phi_i \alpha_i}{\sum_{i=1}^{A-1} \phi_i},
$$

The tabu search starts from the previous solution (i.e., the solution that was returned by the latest run of the tabu search procedure), that is first perturbed by the perturbation move described earlier.

The new $\alpha$-vector implies that the value of each item changes and that the item value list needs to be updated. To save time, the procedure always keeps a sorted item value list by applying the quicksort algorithm to the previous list, with updated values. Usually, the number of items that are out of order between two runs of the tabu search procedure is small, which allows the quicksort algorithm to update this list quickly.

3. The new solution is added to the archive if it is not a copy of a solution in the archive, otherwise it is discarded. This simple archive management system avoids premature convergence. All net flows of the solutions in the archive are updated efficiently, by the shortcut calculations outlined in Appendix A.

4. The solution with the lowest net flow (the “worst” solution according to the PROMETHEE method, i.e., solution $s = \arg \min_i \phi_i$) is removed from the archive.

<table>
<thead>
<tr>
<th>Table 2. Corresponding terms in MCDM and MOMH.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MCDM</strong></td>
</tr>
<tr>
<td>Criterion ($f_j$)</td>
</tr>
<tr>
<td>Alternative ($a_k$)</td>
</tr>
</tbody>
</table>
The algorithm stops after a fixed number of restarts $r$. The solution returned is the one with the highest net flow in the final archive, according to the PROMETHEE method.

Unlike other methods for multi-objective optimization the PMOO method never aggregates the objective function values of a solution in a methodologically incorrect way. Rather, the quality of a solution (i.e., its net flow) is always determined with respect to the other solutions in the archive. Like in most MCDM methods and unlike in aggregation methods, the comparison of two solutions does not only depend on the objective function values of those solutions, but also on the values of the solutions in the reference archive. Because of this, PMOO can be said to truly integrate an MCDM method in a MOMH.

5. Experiments and Results

We compare the method to two other methods. The first method is called the sequential method, and implements the common MOMH paradigm of first generating an approximation of the Pareto frontier and then selecting a solution from this approximation. As will become clear from the results in this section, the sequential method is strongly outperformed by the progressive method. To exclude the possibility that this is only due to the fact that the progressive method integrates the decision maker’s preferences, and that it does not matter in which way these preferences are integrated, it is also compared to a method that integrates the preferences in the simplest possible way. The resulting method uses the preferences as weights in a scalar objective function.

5.1. Sequential method

The sequential method first finds an approximation of the Pareto frontier (called the Pareto archive) and then applies the PROMETHEE method to find the best solution. Searching an approximation of the Pareto frontier is done by iteratively applying the tabu search method, searching in a different search direction (using a different $\alpha$-vector) each time.

The list of $\alpha$-vectors to use is generated as follows. First, a step size $s$ is determined. The individual elements of each $\alpha$-vector, $\alpha_j (j \in \{1, \ldots, m\})$ are allowed to vary between 0 and 1 in $s$ steps, i.e., $\alpha_j$ can take on values of $0, 1/(s-1), 2/(s-1), \ldots, 1$. Each possible $\alpha$-vector, for which $\sum_{j=1}^{m} \alpha_j = 1$ is generated. The $\alpha$-vector is used in the tabu search method in the way described in the previous paragraph. In this way, the search is directed in every possible direction in the objective function space, in an “evenly spaced” way.

At the end of a single tabu search run, the best solution encountered is added to the Pareto archive, if it is not dominated by any solution already in this archive. Also, all solutions in the archive that are dominated by the new solution, are removed.
After a tabu search, the search continues with a different \(\alpha\)-vector. In an iterated local search fashion, the search continues from the solution produced by the previous tabu search, but this solution is first perturbed by the perturbation move described earlier.

At the end of the multi-objective tabu search procedure, the Pareto archive is subjected to the PROMETHEE method as described above and the solution with the largest net flow is reported.

5.2. Utility-based method

The utility-based method combines multi-objective optimization and MCDM in the simplest possible way. It should be stressed that this method effectively changes the multi-objective problem into a single-objective one and can therefore not be considered a "true" multi-objective method, nor does it really integrate the PROMETHEE method into the tabu search. The utility-based method works by repeatedly searching in the same direction in the objective function space by always using the same \(\alpha\)-vector. This vector consists of the objective weights of the PROMETHEE method, i.e., for this method \(\alpha \equiv \mathbf{w}\). After a tabu search run, the current solution is perturbed by the perturbation move and a new tabu search is started with the same \(\alpha\)-vector. The method ends when a given number of restarts has been performed.

The solution reported at the end of the procedure is the one with the best weighted objective function.

5.3. General experiment setup

To ensure a fair comparison of the three methods, they are constructed using the same building blocks, described in previous sections. This section describes the experimental test sets, how the parameters of the methods have been set and how the methods have been compared.

Experiment data sets are randomly generated for knapsack problems with 10, 100 and 1000 items and 5, 10 and 20 objectives. Both the objectives (profits) and the costs of the items are random integers between 0 and 50. Knapsack capacity is equal to 200 (10 items), 1000 (100 items) and 5000 (1000 items).

The parameters of the PROMETHEE method are set as follows. The weights of the objectives are all equal, i.e., \(w_j = 1/m\). The parameters of the generalized linear preference function with indifference region are determined by setting \(q_j\) equal to zero, and \(p_j\) equal to the largest difference in the score on this objective between any two alternatives. These values are used to set the PROMETHEE method in both the PMOO and the sequential method. For the utility-based method, the same weight values are used.

For each of the methods, it is first determined which of the parameters (see Table 3) have an important effect on the performance, considering both run time and solution quality. In general, the exact size of the tabu tenure and perturbation size have very little effect on the outcome of the method. The maximum number of
nonimproving tabu search iterations generally shows the largest positive effect, followed by the step size (sequential method) and the number of repeats (utility-based and PMOO methods). It should be noted that the step size determines the number of times that the tabu search method is restarted in the sequential method, just like the number of repeats in the other two methods. For given values of the parameters of the tabu search method, the step size and the number of repeats therefore determine the length of the optimization run. Based on this study, a reasonable default is determined for each of the parameters of the tabu search method in such a way that they all would deliver their best performance for a given computing time.

Keeping the parameters of the tabu search method constant over the three methods, the step size or the number of repeats is set in such a way that each method is allocated the same computing time. This CPU time is determined beforehand as a time that is considered "reasonable".

Comparing the performance of the three methods is done using a repeated competition strategy. In each competition, each of the three methods generates one solution. These three solutions are then compared using the PROMETHEE method, using the same parameters ($w_j$, $q_j$, and $p_j$) as those that are used in the tested methods. The method that finds the best solution (the one with the largest net flow) “wins” the competition. The competition is repeated 1000 times and record the number of wins for each method.

Results are reported in Tables 4–6 for respectively 5, 10 and 20 objectives. Note that the total number of wins does not need to be 1000, as in a single competition more than one method may find the same solution or a solution with the same net flow.

The most notable conclusion that can be drawn from these tables is that the sequential method is strongly outperformed by the other two methods. Clearly, generating an approximation of the Pareto frontier and then choosing the best solution using the PROMETHEE method is — in this specific experimental setting — an inferior strategy. Although this observation should be further investigated, a runtime analysis of the algorithm shows that the sequential method requires a prohibitively large amount of time to make the final comparison between all non-dominated solutions generated. This leaves little time to actually search for solutions in the allocated time. This conclusion is valid across all run time levels and across all problem sizes, although the situation does get worse for short running times and large problem sizes. In this case the number of solutions examined by the sequential
The method is far lower than those of the two other methods, because the sequential method needs far more time to do the final comparison of the solutions and may spend up to 80% of its time in the comparison phase, whereas the other methods are able to spend most of their time in the optimization phase. This also means that it is not very likely that the performance of the method can be improved by using a more elaborate MOMH than the simple tabu search heuristic employed here. On the contrary, a better MOMH will probably generate an even larger number of non-dominated solutions, forcing the PROMETHEE method to take up more of the allocated time to determine the best solution.

### Table 4. Results for five objectives instances.

<table>
<thead>
<tr>
<th>CPU (s)</th>
<th>Sequential</th>
<th>Utility-based</th>
<th>PMOO</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>99</td>
<td>502</td>
<td><strong>766</strong></td>
<td>1367</td>
</tr>
<tr>
<td>0.1</td>
<td>71</td>
<td>480</td>
<td><strong>798</strong></td>
<td>1349</td>
</tr>
<tr>
<td>1</td>
<td>63</td>
<td>396</td>
<td><strong>788</strong></td>
<td>1247</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU (s)</th>
<th>Sequential</th>
<th>Utility-based</th>
<th>PMOO</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>121</td>
<td>621</td>
<td>613</td>
<td>1355</td>
</tr>
<tr>
<td>0.1</td>
<td>98</td>
<td>455</td>
<td><strong>640</strong></td>
<td>1193</td>
</tr>
<tr>
<td>1</td>
<td>44</td>
<td>377</td>
<td><strong>701</strong></td>
<td>1122</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU (s)</th>
<th>Sequential</th>
<th>Utility-based</th>
<th>PMOO</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>52</td>
<td>512</td>
<td>558</td>
<td>1122</td>
</tr>
<tr>
<td>0.1</td>
<td>73</td>
<td>513</td>
<td>553</td>
<td>1139</td>
</tr>
<tr>
<td>1</td>
<td>31</td>
<td>283</td>
<td><strong>706</strong></td>
<td>1020</td>
</tr>
</tbody>
</table>

### Table 5. Results for 10 objectives instances.

<table>
<thead>
<tr>
<th>CPU (s)</th>
<th>Sequential</th>
<th>Utility-based</th>
<th>PMOO</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>40</td>
<td>538</td>
<td>534</td>
<td>1112</td>
</tr>
<tr>
<td>0.2</td>
<td>25</td>
<td>506</td>
<td><strong>659</strong></td>
<td>1190</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>343</td>
<td><strong>704</strong></td>
<td>1053</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU (s)</th>
<th>Sequential</th>
<th>Utility-based</th>
<th>PMOO</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>39</td>
<td>602</td>
<td>518</td>
<td>1159</td>
</tr>
<tr>
<td>0.2</td>
<td>45</td>
<td>415</td>
<td><strong>668</strong></td>
<td>1128</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>210</td>
<td><strong>832</strong></td>
<td>1047</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU (s)</th>
<th>Sequential</th>
<th>Utility-based</th>
<th>PMOO</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>38</td>
<td>432</td>
<td><strong>751</strong></td>
<td>1221</td>
</tr>
<tr>
<td>0.2</td>
<td>32</td>
<td>481</td>
<td><strong>548</strong></td>
<td>1061</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>134</td>
<td><strong>854</strong></td>
<td>1001</td>
</tr>
</tbody>
</table>
The difference in performance between the utility-based method and the PMOO method is tested statistically using a binomial test, using a null hypothesis that both methods have a 50% probability to win the competition and an alternative hypothesis that the method with the highest number of wins performs better than the other one. Numbers in bold in Tables 4 to 6 indicate that the null hypothesis can be rejected at a 95% confidence level using a one-sided binomial test. All statistical tests are performed in \( \mathbf{R}^{28} \).

The numbers in bold show that the PMOO method outperforms the utility-based method in most cases, indicating that there is merit to combining MCDM and MOMH methods in a more advanced way than just aggregating all objectives into one. Further analysis shows that the utility-based method performs approximately equally well for very short computing times. This may indicate that the PMOO method, which is more sophisticated than the utility-based method, needs some time to fully unfold its potential. Given slightly larger computing times however, the PMOO method clearly outperforms the utility-based method.

A statistically meaningful relationship between the performance of the different methods and the size of the problem could not be found, both in terms of number of objectives and in terms of number of items, other than the fact that the performance of the sequential method decreases as the problem size increases.

The experimental study in this paper, like every experimental study of a new method, has its limitations and further study is necessary to establish in which way the results can be transferred to other problems. The multi-objective knapsack problem is a very simple problem and testing the algorithm on more complex multi-objective optimization problems, consisting, e.g., of different types of objective functions, is necessary. Second, using a more powerful multi-objective optimization

<table>
<thead>
<tr>
<th>Table 6. Results for 20 objectives instances.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 items</td>
</tr>
<tr>
<td>CPU (s) Sequential Utility-based PMOO Total</td>
</tr>
<tr>
<td>0.05 52 488 489 1029</td>
</tr>
<tr>
<td>0.5 69 413 524 1006</td>
</tr>
<tr>
<td>5 14 208 789 1011</td>
</tr>
<tr>
<td>100 items</td>
</tr>
<tr>
<td>CPU (s) Sequential Utility-based PMOO Total</td>
</tr>
<tr>
<td>0.05 6 402 601 1009</td>
</tr>
<tr>
<td>0.5 12 158 848 1018</td>
</tr>
<tr>
<td>5 0 45 959 1004</td>
</tr>
<tr>
<td>1000 items</td>
</tr>
<tr>
<td>CPU (s) Sequential Utility-based PMOO Total</td>
</tr>
<tr>
<td>0.05 1 568 437 1006</td>
</tr>
<tr>
<td>0.5 3 423 574 1000</td>
</tr>
<tr>
<td>5 1 211 790 1002</td>
</tr>
</tbody>
</table>
method instead of the simple tabu search method developed in this paper, would be interesting. Finally, it would be interesting to compare the method to other methods from the literature. This would require, however, that other methods for multi-objective optimization would exist that are able to determine a single solution as part of their functioning.

6. Conclusion and Future Research

The multi-objective optimization paradigm suggests that multi-objective optimization problems should be solved in two sequential steps. In a first step, an approximation of the Pareto frontier should be found, which is the main focus of most multi-objective algorithms. In a second step, the best solution on the Pareto frontier should be selected, taking into account the preferences of the decision maker, using a MCDM method. The fact that multi-objective algorithms may generate a very large number of nondominated solutions and that MCDM methods are generally not conceived with this fact in mind raises some doubts about the soundness of this approach.

Several attempts can be found in the literature to integrate the decision maker’s preferences into a MOMH. However, very few (if any) of these methods are based on an actual MCDM method, which is surprising given that comparing alternatives on different criteria is exactly the aim of MCDM methods. The aim of this paper was to experimentally test whether there is evidence to suggest that integrating an MCDM method into a multi-objective optimization method (and thus using both methods simultaneously) may in fact be preferable to the sequential option. To this end, a novel method for multi-objective optimization was developed, called progressive multi-objective optimization or PMOO. PMOO integrates the PROMETHEE method into a simple tabu search metaheuristic and maintains a small reference archive of nondominated solutions to perform the coordination between the MOMH and the MCDM method.

For the multi-objective knapsack problem, the PMOO method was compared to two other methods: the sequential and the utility-based method. The sequential method adopted the traditional optimize-first, select-second paradigm typical of the MOMH literature. The utility-based method implemented a simple weighted-objective strategy. To ensure an honest comparison, the same components were reused as much as possible in all methods. The methods were run on a series of artificially generated instances of varying sizes of the multi-objective knapsack problem. Results were statistically compared to determine the best method as a function of the size of the problem instance.

Our results clearly show that — for this specific experimental setting — the PMOO method strongly outperforms the sequential method. More surprisingly, the utility-based method does too. A strong conclusion of this research is therefore that — if there is any way to measure the decision maker’s preferences and to decide upon the method that will be used to select the best solution prior to the
optimization process — it could be beneficial to integrate the multicriteria decision phase into the multi-objective optimization method. Further, it was established that for larger computing times the more advanced PMOO method outperformed the simple utility-based method.

A second result of this research was the fact that the PMOO method outperformed the utility-based method for larger computing times, indicating that a more elaborate integration of preferences into a MOMH is beneficial when more CPU time is available.

This paper has presented a first description of the PMOO method, in which a simple tabu search method was used as the MOMH. The choice for this simple method was made in order not to distract the attention away from the core of the PMOO method to the intricacies of the MOMH. However, it is clear that other MOMH can be used as the basis on which to build a PMOO method. Given that a large majority of MOMH are of the evolutionary type, research on how to integrate the PROMETHEE method (or another MCDM) in an evolutionary MOMH is warranted. Essentially, the PMOO method relies on the MCDM method to guide the search in the MOMH method. The MCDM method should therefore be integrated in that component of the MOMH that is responsible for leading the search towards promising regions of the search space. In an evolutionary algorithm, it is usually the selection component that performs this function. An evolutionary PMOO would therefore use the MCDM method to select solutions from the evolutionary archive for reproduction and possible also for population update (to select bad solutions from the population to replace with good solutions). How this should be done most efficiently is a subject for future research.

An alternative approach to the integration of MCDM and MOMH is to limit the number of solutions that the MOMH produces. This should drastically reduce the computing time necessary to do the final comparison between solutions by the MCDM method. In the literature, several methods to restrict the number of solutions reported by an MOMH have been reported (e.g., see Refs. 1 and 2). Comparing a sequential approach that limits the number of solutions produced during the search with the PMOO approach is left for future research.

Appendix A. Impact of Replacing an Alternative on the PROMETHEE Methods

Suppose alternative $a_l$ is replaced by a new alternative $\tilde{a}_l$. This substitution will have an impact on the final ranking. If the new situation is denoted by $\tilde{a}$ one may conclude from expression (2.1) that

$$d_j(a_k, a_{k'}) = d_j(\tilde{a}_k, \tilde{a}_{k'}), \quad \forall k, k' = 1, \ldots, K \text{ with } k \neq l \neq k', \quad \forall j = 1, \ldots, m \quad (A.1)$$

and that only the values $\tilde{d}_j(a_k, \tilde{a}_l)$ and $\tilde{d}_j(\tilde{a}_l, a_k)$ might change $\forall k = 1, \ldots, K$ and $\forall j = 1, \ldots, m$. 
Hence, only the corresponding preference degrees $\tilde{H}_j(a_k, a_l)$ and $\tilde{H}_k(a_l, a_k)$ $\forall k = 1, \ldots, K$ and $\forall j = 1, \ldots, m$ could have changed. Consequently, only the aggregated preference indices $\tilde{\Pi}(a_k, a_l)$ and $\tilde{\Pi}(a_l, a_k)$, $\forall k = 1, \ldots, K$ will have to be replaced.

To conclude the impact at the level of the flows can easily be expressed as follows in case $k \neq l$:

\[
\tilde{\phi}^+(a_k) = \phi^+(a_k) - \frac{1}{K-1} [\Pi(a_k, a_l) - \tilde{\Pi}(a_k, a_l)],
\]

\[
\tilde{\phi}^-(a_k) = \phi^-(a_k) - \frac{1}{K-1} [\Pi(a_l, a_k) - \tilde{\Pi}(a_l, a_k)],
\]

\[
\tilde{\phi}(a_k) = \phi(a_k) - \frac{1}{K-1} [\Pi(a_k, a_l) - \Pi(a_l, a_k) - \tilde{\Pi}(a_k, a_l) + \tilde{\Pi}(a_l, a_k)]
\]

while in case $k = l$ one uses definitions (2.3) and (2.4) to determine respectively $\tilde{\phi}^+(a_l)$ and $\tilde{\phi}^-(a_l)$. An alternative way to calculate $\tilde{\phi}(a_l)$ uses the property:

\[
\sum_{k=1}^{K} \phi(a_k) = 0
\]

hence

\[
\tilde{\phi}(a_l) = - \sum_{k=1}^{m} \tilde{\phi}(a_k).
\]

**Appendix B. Example**

Let us for sake of clarity consider the small example of a bi-objective knapsack problem involving three items and a reference archive consisting of four possible solutions. The objective functions, which also serve as criteria in the multicriteria method (i.e., PROMETHEE in this case) are given by

\[
f_1(x) = 4x_1 + 7x_2 + 5x_3 \quad \text{and} \quad f_2(x) = 5x_1 + 5x_2 + 6x_3.
\]

We do not consider any item weights in this example, since they are not relevant to show the working of the PMOO method. Additionally, due to the problem size of this instructive example, the archive contains some dominated solutions which would not occur in a realistic setting.

Suppose the starting reference archive consists of the following solutions $a_i$ together with their scores on the criteria:

<table>
<thead>
<tr>
<th></th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$f_1(x)$</th>
<th>$f_2(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>$a_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>$a_3$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>$a_4$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>
Implementing the PROMETHEE MCDM as mentioned in Sec. 4 with \( q_1 = q_2 = 0 \) and \( p_1 = p_2 = 16 \), the following pairwise comparisons are obtained:

\[
\begin{array}{c|cccc}
H_1(d_1) & a_1 & a_2 & a_3 & a_4 \\
\hline
a_1 & 0 & 0 & 0 & 0 \\
a_2 & \frac{3}{8} & 0 & \frac{1}{8} & \frac{1}{4} \\
a_3 & \frac{1}{4} & 0 & 0 & \frac{1}{8} \\
a_4 & \frac{1}{8} & 0 & 0 & 0 \\
\end{array}
\quad \text{and} \quad
\begin{array}{c|cccc}
H_2(d_2) & a_1 & a_2 & a_3 & a_4 \\
\hline
a_1 & 0 & 0 & 0 & \frac{1}{16} \\
a_2 & \frac{1}{4} & 0 & 0 & \frac{5}{16} \\
a_3 & \frac{5}{16} & \frac{1}{16} & 0 & \frac{3}{8} \\
a_4 & 0 & 0 & 0 & 0 \\
\end{array}
\]

Using equal and normalized weights \( w_1 = w_2 = \frac{1}{2} \), the generalized preference indices and PROMETHEE flows are calculated:

\[
\begin{array}{c|cccc|cc}
\Pi(a_k, a_l) & a_1 & a_2 & a_3 & a_4 & \phi^+(a_k) & \phi(a_k) \\
\hline
a_1 & 0 & 0 & 0 & \frac{1}{32} & \frac{1}{96} & -\frac{1}{4} \\
a_2 & \frac{7}{16} & 0 & \frac{1}{16} & \frac{9}{32} & \frac{25}{96} & \frac{1}{4} \\
a_3 & \frac{9}{32} & \frac{1}{32} & 0 & \frac{1}{4} & \frac{3}{16} & \frac{1}{6} \\
a_4 & \frac{1}{16} & 0 & 0 & 0 & \frac{1}{48} & -\frac{1}{6} \\
\phi^-(a_l) & \frac{25}{96} & \frac{1}{96} & \frac{1}{48} & \frac{3}{16} & \frac{2}{3} & \frac{1}{3} \\
\end{array}
\]

Since \( \phi(a_1) \) is the smallest, \( a_1 \) is removed from the reference archive. Suppose that the \( a_i \) for the remaining alternatives are given by (i.e., these solutions have been found by applying tabu search with the corresponding \( \alpha \)-vector):

\[
\alpha_2 = (1, 0), \quad \alpha_3 = (0, 1), \quad \alpha_4 = \left( \frac{1}{2}, \frac{1}{2} \right).
\]

According to formula (4.1) the new \( \alpha \)-vector used in the tabu search is:

\[
\alpha_{\text{new}} = \alpha_2 + \frac{2}{3} \alpha_3 - \frac{2}{3} \alpha_4 = \left( \frac{2}{3}, \frac{1}{3} \right).
\]

The tabu search will now look for a solution using the function

\[
f_{\text{TS}}(x) = \frac{2}{3} f_1(x) + \frac{1}{3} f_2(x) = \frac{13}{3} x_1 + \frac{19}{3} x_2 + \frac{16}{3} x_3
\]

as its objective function.
Suppose this leads to the solution \( x_{\text{new}} = (0, 1, 1) \). This solution, called \( \tilde{a}_1 \), then replaces \( a_1 \) in the reference archive:

\[
\begin{array}{c|cccc}
\tilde{a}_1 & x_1 & x_2 & x_3 & f_1(x) \\
\hline
a_2 & 0 & 1 & 1 & 12 \\
a_3 & 1 & 1 & 0 & 11 \\
a_4 & 1 & 0 & 1 & 9 \\
\end{array}
\]

where the changes were indicated in boldface.

Again performing a PROMETHEE MCDM on the archive, results into

\[
H_1(d_1) = \begin{bmatrix}
\tilde{a}_1 & a_2 & a_3 & a_4 \\
\hline
\tilde{a}_1 & 0 & \frac{1}{16} & \frac{3}{16} & \frac{5}{16} \\
a_2 & 0 & 0 & \frac{1}{8} & \frac{1}{4} \\
a_3 & 0 & 0 & 0 & \frac{1}{8} \\
a_4 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

and

\[
H_2(d_2) = \begin{bmatrix}
\tilde{a}_1 & a_2 & a_3 & a_4 \\
\hline
\tilde{a}_1 & 0 & \frac{1}{16} & 0 & \frac{3}{8} \\
a_2 & 0 & 0 & 0 & \frac{5}{16} \\
a_3 & 0 & \frac{1}{16} & 0 & \frac{3}{8} \\
a_4 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Hence, the following generalized preference indices and PROMETHEE flows are obtained:

\[
\begin{array}{c|cccc|ccc}
\Pi(a_k, a_i) & \tilde{a}_1 & a_2 & a_3 & a_4 & \phi^+(a_k) & \phi(a_k) \\
\hline
\tilde{a}_1 & 0 & \frac{1}{16} & \frac{3}{32} & \frac{11}{32} & \frac{1}{6} & \frac{1}{6} \\
a_2 & 0 & 0 & \frac{1}{16} & \frac{9}{32} & \frac{11}{96} & \frac{1}{12} \\
a_3 & 0 & \frac{1}{32} & 0 & \frac{1}{4} & \frac{3}{32} & \frac{1}{24} \\
a_4 & 0 & 0 & 0 & 0 & 0 & -\frac{7}{24}
\end{array}
\]

leading to the conclusion that \( a_4 \) should be removed from the archive.

The new \( \alpha \)-vector is calculated with \( \tilde{a}_1 \), being given by (B.2):

\[
\alpha_{\text{new}} = \frac{4}{7} \tilde{a}_1 + \frac{2}{7} \alpha_2 + \frac{1}{7} \alpha_3 = \left( \frac{2}{3}, \frac{1}{3} \right) \tag{B.4}
\]

which leads in this specific example to a convergence of the \( \alpha \)-vector and therefore to the same \( f_{\text{TS}}(x) \). The procedure then continues with a tabu search, and is repeated until the stopping criterion is met.
It should be remarked that this convergence of the $\alpha$-vector is mainly due to the small size of the problem. In case this would happen in a realistic problem, the tabu search procedure would give rise to a different solution by exclusion of the previous one.
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