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A B S T R A C T

Determining the optimal layout of an intermodal terminal network, more specifically the optimal locations of the terminals, is a complicated matter that requires adequate decision support tools. In this paper, a bi-objective model is developed, minimizing both the transportation cost for the users of the terminal network, as well as the location cost for the terminal operators. A problem-specific GRASP (greedy randomized adaptive search procedure) is developed to solve the bi-objective terminal location problem efficiently. The algorithm only has a single parameter, that determines the allowed calculation time and can be used to improve the quality of the Pareto set approximation.
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1. Introduction

Multimodal transportation is defined as the movement of goods by at least two different modes of transport [1]. Intermodal transportation is a particular type of multimodal transportation, where goods, although transported by different modes of transport, use the same transport unit throughout their transportation. Switching to a different mode can only be done at a specific point, called a terminal. The best known example of an intermodal transport unit is the standardized (ISO-)container. Once packed in containers, goods can be carried across the globe using trucks, trains, barges, and ocean liners without any requiring repackaging. Terminals exist between any pair of transport modes, allowing for a fast distribution of goods around the globe. Without a doubt, the standardization of intermodal shipping containers has caused an enormous increase in worldwide shipping.

Although intermodal transportation is one of the most promising solutions to reduce greenhouse gasses in the European Union [2], Fig. 1 shows that road transportation is still preferred over more sustainable transport modes such as rail, pipelines or barge transportation. From 2000 to 2010, the share of goods transported with the most polluting mode (road transportation) has even increased. Furthermore, projections for 2020 do not predict a substantial increase in the use of the multimodal network (Table 1).

According to Pedersen et al. [3], the most important factor contributing to an increase of the attractiveness of the intermodal alternative to road transport, is the location of the intermodal terminals. Bowersox et al. [4] list speed, frequency and availability (or connectivity, the ability to service any pair of locations) as the main factors influencing the modal choice. More recent research [5] also lists these criteria, as well as flexibility and reliability. The correct number and location of terminals can thus significantly increase the usage of the intermodal network.

The decision where to locate terminals is dependent on many criteria, many of which are difficult to estimate, or even to express them at all in monetary values [6]. Therefore, a need exists for decision support tools, that can help a decision-maker or analyst determine the optimal lay-out of the intermodal network given different scenarios and costs. Such decision-makers could be large companies examining the optimal terminals (e.g., ports) to use in order to transport their goods, institutions such as the European Commission setting up a road map to support investments in the intermodal infrastructure, and terminal operators determining where to invest in new terminal capacity.

An important point in this respect is that not all costs in the intermodal terminal location problem are paid by the same stakeholders. In most cases, the fixed costs associated with building and exploiting terminals are carried by the terminal operators, whereas the transportation costs through the intermodal terminal network are paid for by the users of the networks, i.e., the companies transporting their goods, and, to some extent, by governments and other authorities supporting intermodal terminals by building port infrastructure. Most optimization models for locating intermodal terminals calculate a single “total
cost”, which is the sum of location and transportation cost. An argument can be made in favor of not combining these two costs in a single measure of the total cost of the network, but rather keep them separated and solve the intermodal terminal location problem as a bi-objective problem.

In this paper, the bi-objective terminal location problem is modeled and an algorithm is developed that generates a Pareto set, i.e., a set of mutually non-dominated solutions. In Section 2, an overview is given of the literature on models and optimization techniques for terminal location problems. The bi-objective model presented in Section 3 is an adaptation of an existing (single-objective) model, originally developed by Arnold et al. [7]. Given the strategic importance and the complexity of the terminal location problem, the aim of this model (and the problem-specific GRASP metaheuristic that is developed in Section 4 to solve it) is to give the decision-maker a clear insight in the trade-offs between location and transportation costs that exist. The resulting set of non-dominated solutions (see Section 5) may be used as a starting point for a more in-depth analysis of the characteristics of several different terminal network layouts.

2. The intermodal terminal location problem

The intermodal terminal location problem was introduced in Arnold et al. [7], in which the authors propose a mixed-integer programming (MIP) model that minimizes the total cost, i.e., the sum of uni- and intermodal transportation costs and fixed terminal location costs. In Sørensen et al. [8], we prove that the model of Arnold et al. [7] is NP-hard and develop the first metaheuristic to quickly obtain high-quality solutions.

A graphical representation for a simple problem with 3 customers, 3 origin–destination flows, and 3 terminals is shown in Fig. 1. All terminals are assumed to have a capacity of 100 units (indicated between brackets). The left part of the figure shows the (unimodal) transport streams if no terminals are open. The right part visualizes how these streams are rerouted when terminals t1 and t2 are open and t3 is closed. The flow from c1 to c2 is still shipped by unimodal transport, whereas the flow between c1 and c3 is shipped entirely by intermodal transport. The flow between c2 and c3 is shipped only partially by intermodal transport, due to the limited capacity of the terminals.

One of the drawbacks of the model of Arnold et al. [7] is that it considers the problem from the viewpoint of a stakeholder that pays all costs, combining both transportation and terminal location costs in a single cost function. Clearly, such a stakeholder does not exist. Sirkkipanichkul and Ferreira [9] argue that the decision to locate a terminal has different perspectives. They distinguish three different stakeholders, namely the users, the service providers and the community as a whole, each having their own objectives. The authors state that the best way to improve the decision-making process is to incorporate multiple objectives, corresponding to different stakeholders.

A multi-objective approach to the intermodal location problem has not yet been developed in the literature. However, the use of multi-criteria evaluation methods such as EMOLITE [10], the evaluation procedure of Groothedde [11], PROMETHEE [12], and MAMCA [13], clearly demonstrate the usefulness of multi-objective optimization for terminal location problems.

The closely related facility location problem, on the other hand, has many multi-objective variants. Different objectives used in facility location problems can be found in Farahani et al. [14] (see Table 2). Many combinations of two or more of the objectives in this table have been studied in the literature.

The intermodal terminal location problem is closely related to problems such as the capacitated (fixed charge) facility location problem, the multimodality capacitated (fixed charge) network design problem and the family of the hub location problems. However, we argue in Sørensen et al. [8] that the differences between all these problems and the intermodal terminal location problem are sufficiently large to warrant the development of new algorithms. Arnold et al. [7] solve the (single objective) intermodal terminal location problem with a branch-and-bound procedure, but such exact methods are not suitable to solve large real-life instances.

In Sørensen et al. [8], we therefore develop two different metaheuristics. Both methods work in a similar manner: they first construct a solution using some construction heuristic, and improve this solution in a second phase using local search. The main difference between the two methods lies in the heuristic used in the construction phase, which is a GRASP (greedy randomized adaptive search procedure) for the first metaheuristic and an ABHC

Table 1: Evolution of the modal split (in %) in Europe.

<table>
<thead>
<tr>
<th>Mode</th>
<th>2000</th>
<th>2010</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road</td>
<td>43</td>
<td>46</td>
<td>45</td>
</tr>
<tr>
<td>Rail</td>
<td>11</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Inland waterways</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Pipelines</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Sea</td>
<td>39</td>
<td>39</td>
<td>41</td>
</tr>
</tbody>
</table>

Source: Ref. [19].

Table 2: Objectives influencing terminal/facility location decisions.

<table>
<thead>
<tr>
<th>Objective</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>Installation and start-up cost</td>
</tr>
<tr>
<td>- Fixed</td>
<td>Transportation cost</td>
</tr>
<tr>
<td>- Variable</td>
<td>Waste disposal</td>
</tr>
<tr>
<td>Environmental risks</td>
<td>Population coverage</td>
</tr>
<tr>
<td>Coverage</td>
<td>Delivery frequency</td>
</tr>
<tr>
<td>Service level and effectiveness</td>
<td>Outcomes of the investment</td>
</tr>
<tr>
<td>Profit</td>
<td>Resource accessibility</td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>
(attribute-based hillclimber) for the second. Both construction heuristics share a set of common components. They both start from a solution in which all terminals are closed. Terminals are then added (opened) one by one. The sequence in which the terminals are opened varies between the two different heuristics, although they are based on the same logic: terminals that have the best location cost per unit of capacity should be opened first, as they are more likely to be part of the optimal solution. However, to create diversity and search the entire solution space, the GRASP-based algorithm introduces randomness that allows to choose a different terminal than the best one according to this criterion. The attribute-based hillclimber on the other hand creates diversity by storing solutions in an archive that are the best solution yet encountered containing a specific attribute, where an attribute is defined as the status of a terminal (opened or closed). In this way, both algorithms find solutions that are of high-quality and diverse. The best performing solutions are then stored in an archive and further improved by local search. For a more in-depth discussion, we refer to Sörensen et al. [8].

A multi-objective algorithm to solve this problem however has not yet been developed. As genetic algorithms generally work well for the related class of multi-objective facility location problems, these are also proposed as a solution technique for the multi-objective intermodal terminal problem [14]. However, also well-performing heuristics incorporating tabu-search, particle swarm optimization, ant-colony optimization and greedy procedures have been reported [14].

3. A bi-objective model of the terminal location problem: operators vs. users

Given is the cost of opening a terminal at a certain location $k$, which is denoted as the location cost (or fixed cost) $F_k$. The capacity of terminal $k$ is denoted by $C_k$. The quantity of goods $q_{ij}$ that need to be shipped from a customer (location, or zone of activity) $i$ to a customer $j$ is assumed to be known, as well as the cost of shipping an item of goods to its destiny unimodally ($c_{ij}$), or multimodally ($c_{ijm}$ is the multimodal cost of shipping from customer $i$ to customer $j$ through terminals $k$ and $m$, and $w_{ij}$, the amount of goods that is shipped unimodally from $i$ to $j$).

\[
\begin{align*}
\min & \sum_{i, j \in I} \sum_{k \in K} c_{ijm} x_{ijm} + \sum_{i, j \in I} c_{ij} w_{ij} \\
\text{subject to} & \sum_{k \in K} F_k y_k \leq B \\
\text{s.t.} & x_{ijm} \leq q_{ij} y_k \quad \forall k, m \in K, k \neq m, \forall i, j \in L, i \neq j \\
& x_{ijm} \leq q_{ij} y_k \quad \forall k, m \in K, k \neq m, \forall i, j \in L, i \neq j \\
& \sum_{k, m \in K} x_{ijm} + w_{ij} = q_{ij} \quad \forall i, j \in L, i \neq j \\
& \sum_{i, j \in L} x_{ijm} \leq C_k \quad \forall k \in K \\
& \sum_{i, j \in L} x_{ijm} + \sum_{i, j \in L} x_{ijm} \leq C_k \quad \forall k \in K \\
& w_{ij} \geq 0, \quad x_{ijm} \geq 0, \quad x_{ijm} = 0 \quad \forall i, j \in L, i \neq j, \forall k, m \in K, k \neq m \\
y_k \in \{0, 1\} \quad \forall k \in K
\end{align*}
\]

The two objective functions (1) and (2) minimize the total transportation cost associated with all transportation flows within the network and the location cost of intermodal terminals, respectively. The constraints of the model are the same as those in the model of Arnold et al. [7]. A terminal should be open for goods to be transported through this terminal (constraints (3) and (4)). The total amount of goods for each origin/destination-pair should be transported, either multimodally or unimodally (5). Goods can only be transported multimodally through a certain terminal if its capacity is not yet reached (6). Constraints (7) ensure that no demand is transported making use of only one terminal and that this demand should be non-negative. Finally, constraints (8) enforce that a terminal is either open or closed.

As with all multi-objective optimization problems, the notion of optimality has to be abandoned in favor of the notion of dominance. A solution is said to dominate another solution if it scores at least as well on all objective functions and better on at least one. The bi-objective intermodal terminal location model therefore does not have a single optimal solution, but rather a set called the Pareto set of mutually non-dominated solutions. The projection of the Pareto set in the objective function space is called the Pareto front.

The Pareto set and the Pareto front provide decision makers with the means to study the intermodal network on a high level, showing the best possible network for a given level of investment in terminal infrastructure. It also allows examining the relationship between the level of investment and the shift towards multimodal transportation. Additionally, the Pareto set allows decision makers to study different non-dominated solutions and their similarities and differences. In this way they can compare the effects of different levels of investment, which will in turn allow to determine the different returns on investment. Additionally, the robustness of a preferred solution can be investigated with respect to possible additional investments in the future. If the preferred solution for a higher investment level differs completely from the solution for the current investment level, it is probably wise to investigate further in which way the future expansion plan might be executed, and it might be interesting to opt for a sub-optimal solution at present, safeguarding the future performance of the network.

4. A GRASP metaheuristic for the bi-objective intermodal terminal location problem

Determining the complete Pareto set and its projection in the objective function space, the Pareto front, is NP hard for most realistic optimization problems. For this reasons, heuristics or metaheuristics are generally used to approximate the Pareto set, resulting in a set of solutions called the Pareto set approximation.

Most multi-objective algorithms, including those to solve facility location problems, belong to the class of genetic or evolutionary algorithms. In this paper, a simple but effective constructive algorithm is developed, based on the uni-objective GRASP heuristic from Sörensen et al. [8]. The bi-objective GRASP heuristic developed in this paper, is specifically designed to solve the bi-objective intermodal terminal location problem and extensively uses the structure of this optimization problem.

The algorithm uses two basic concepts of the problem-specific uni-objective algorithm developed in Sörensen et al. [8]. First, given a set of open terminals, the transportation costs are determined using a greedy constructive heuristic. The motivation for this is that determining the transportation costs requires the calculation of the optimal routing of all goods through the network.
(variables $x_{km}$ and $w_k$). As has been shown in Sørensen et al. [8], this subproblem can only be solved exactly in a reasonable amount of time for small instances. This fact warrants the use of an efficient heuristic to quickly calculate the approximate transportation cost associated with a specific set of open terminals, rather than an exact method to calculate the optimal cost. A pseudo-code version of this heuristic is shown in Algorithm 1.

**Algorithm 1** (Heuristic evaluation procedure [8]).

| Input: $y = \{y_k\}$ (status of each terminal), $R$ (list of origin-destination pairs, sorted in decreasing order of regret), $P = \{P_j\}$ (list of all possible paths for all possible terminal pairs, sorted in increasing order of cost) |
| Output: Routing cost $RC$ |
| create list $C$ with capacity $C_k$ of each terminal; $RC \leftarrow 0$; |
| foreach $(i, j) \in R$ do |
| allocated $\leftarrow$ false; |
| $p \leftarrow 0$; |
| $q_{ij} \leftarrow q_{ij}$; |
| while allocated $= false$ and $p < |P_j|$ do |
| $i_1 \leftarrow$ terminal with lowest $C_i$ in route $p$; |
| $i_2 \leftarrow$ terminal with highest $C_i$ in route $p$; |
| if $i_1$ and $i_2$ are open then |
| if $C_{ii_1} \geq q_{ij}$ then |
| allocated $\leftarrow$ true; |
| $C_{ii_1} \leftarrow C_{ii_1} - q_{ij}$; |
| $C_{i} \leftarrow C_{ii_1} - q_{ij}$; |
| $RC \leftarrow RC + c_{ij}';$ |
| else |
| $RC \leftarrow RC + C_{ii_1} \times c_{ij}';$ |
| $q_{ij} \leftarrow q_{ij} - C_{ii_1};$ |
| $C_{i} \leftarrow C_{ii_1} - C_{ii_1};$ |
| $C_{ii_1} \leftarrow 0;$ |
| $p \leftarrow p + 1;$ |
| if allocated $= true$ then |
| $RC \leftarrow RC + c_{ij}';$ |

The so-called heuristic evaluation procedure allocates a flow of goods to either two terminals (intermodal flow) or directly between customers (unimodal flow). The main idea behind the heuristic is to give preference to the origin/destination-pairs that have the highest opportunity cost of not being allocated to their preferred route. The regret is used, calculated as the difference in cost between the route (i.e., pair of terminals) with the lowest cost and that with the second lowest cost, for any pair of customers. The algorithm then attempts to allocate (partial) flows to the best route possible (i.e., a route for which (1) the terminals are opened and (2) sufficient capacity is left in both terminals). If no multimodal route is possible, or if the cheapest possible multimodal route is expensive than unimodal shipment, the goods are shipped unimodally.

A second concept aims to use GRASP to construct good solutions. GRASP [15], or greedy randomized adaptive search procedure, is a multi-start metaheuristic of which the objective is to build a feasible solution by starting from an empty solution and adding one element at a time. Typical of the GRASP metaheuristic is that it balances greediness (selecting the best element at each iteration) and randomness (selecting a random element at each iteration) and is able to combine the advantages of both approaches. The GRASP heuristic for the terminal location problem starts from a solution in which all terminals are closed and opens one terminal at a time. A pseudo-code description of the GRASP algorithm is given in Algorithm 2.

Like its uni-objective counterpart, the bi-objective GRASP performs a fixed number of iterations maxiter. In each iteration, the heuristic starts from an empty solution (with all terminals closed, implying the lowest possible location cost) and opens one terminal at a time. The final solution in each iteration is the one in which all terminals have been opened, which is therefore the solution (with the lowest transportation cost). Moving from the

---

**Fig. 2.** The hypervolume, using the maximum value for each of objective as the reference point.
solution with the lowest location cost to the one with the lowest transportation cost implies that the procedure automatically generates solutions with different location cost/transportation cost ratios at each GRASP iteration.

The quality of the solutions produced by the heuristic is therefore only determined by the order in which the terminals are opened. Since high capacity and low location cost are both favorable qualities of a terminal, the GRASP procedure favors opening terminal that have these attributes.

**Algorithm 2** (GRASP algorithm pseudo-code).

<table>
<thead>
<tr>
<th>Output: Archive of non-dominated solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>create and sort list ( L ) with all terminals ( k ) according to ( r_k = \frac{F_k}{C_k} ) in ascending order;</td>
</tr>
<tr>
<td>add solution with all terminals closed to archive;</td>
</tr>
<tr>
<td>( i = 0; )</td>
</tr>
<tr>
<td>( \textbf{while} \ i &lt; \text{maxiter} \ \textbf{do} )</td>
</tr>
<tr>
<td>( i \leftarrow i + 1; )</td>
</tr>
<tr>
<td>( s \leftarrow \text{solution} \ s \ \text{with all terminals closed;} )</td>
</tr>
<tr>
<td>( \textbf{foreach} \ \text{terminal} \ k \in K \ \textbf{do} )</td>
</tr>
<tr>
<td>create Restricted Candidate List ( \hat{L} ) of ( \alpha ) best terminals (closed, with smallest value of ( r_k ));</td>
</tr>
<tr>
<td>randomly select terminal ( t \in \hat{L} );</td>
</tr>
<tr>
<td>remove ( t ) from ( L );</td>
</tr>
<tr>
<td>open ( t ) in ( s );</td>
</tr>
<tr>
<td>if ( s ) is non-dominated then</td>
</tr>
<tr>
<td>( \text{add} \ s \ \text{to archive;} )</td>
</tr>
<tr>
<td>remove all solutions dominated by ( s ) from archive;</td>
</tr>
</tbody>
</table>

The order in which the terminals are opened by the GRASP algorithm, depends on the location cost/capacity-ratio of each terminal. For each terminal \( k \in K \), this ratio is given by \( r_k = F_k/C_k \). At each step of the GRASP procedure, the RCL (or restricted candidate list) consists of the \( \alpha \) best terminals according to the \( r_k \) ratio. \( \alpha \) is a parameter of the heuristic that determines the balance between greediness and randomness and that can be changed at each iteration. The reason for changing \( \alpha \) is to allow the search to explore different parts of the solution space by changing the greediness–randomness balance.

At each step, a terminal is randomly selected from the restricted candidate list and the transportation cost of the newly constructed solution is calculated using the heuristic evaluation procedure described earlier in this paper.

The solution is then compared to every other solution in the archive and added if it is not dominated by one of those solutions. If the solution is dominated by a solution already present in the archive, it is discarded. In the next step, the archive is checked for solutions that are dominated by the new solution, and these solutions are discarded as well. At each step of the GRASP procedure, the archive therefore only contains non-dominated solutions.

Finally, the restricted candidate list is updated to make sure that the element under consideration is no longer available for selection and the above process is repeated, until all terminals have been added.

The GRASP algorithm has two parameters that need to be set: the threshold parameter \( \alpha \) that determines the balance between randomness and greediness in the construction phase, and the maximum number of iterations \( \text{maxiter} \). Given the fact that a large diversity in solutions found by the GRASP heuristic is desirable, the \( \alpha \) parameter is allowed to vary between 0 (completely greedy construction) and \( |K| \) (completely random). At each iteration \( i \), the value of \( \alpha \) is determined as

\[
\alpha = \left[ \frac{\text{iter}}{\text{maxiter}} |K| \right].
\] (9)

By setting \( \alpha \) as a function of \( \text{maxiter} \) the number of parameters of the GRASP algorithm is reduced to one.

**5. Computational results**

**5.1. Algorithm analysis**

To quantify the quality of the output of a multi-objective algorithm is notoriously difficult, and several measures exist in the literature, each with their own properties. A complete review is far beyond the scope of this paper, and we refer to Zitzler et al. [16] for an overview of some of the best-known measures, including a discussion of their properties, drawbacks and advantages. In general, the aim of a multi-objective performance indicator is to measure how closely the Pareto set approximation approximates the true Pareto set.

To assess the performance of the GRASP heuristic proposed in this paper, the compliance to the three goals of a multi-objective search [16] is measured.

A first goal stipulates that the number of non-dominated solutions found by the heuristic should be as large as possible. Secondly, the distance of the Pareto front approximation found by the algorithm should approximate the true Pareto front as much as possible. Thirdly, the solutions should be evenly spread along the Pareto front approximation.

To measure the size, we simply record the number of non-dominated solutions found by the heuristic (i.e., the cardinality of the Pareto set).

Secondly, the hypervolume indicator is used. This measure was introduced by Zitzler and Thiele [17] and is defined as the hypervolume enclosed by the hyperplane defined by the Pareto front and some reference point. For a bi-objective optimization problem, this boils down to the surface area defined by the Pareto front and some reference point. The reference point is often taken to be the point defined by the maximum value found on each objective function (see Fig. 2). This has the advantage of not requiring an arbitrary reference point to be defined. One of the drawbacks of this approach is that finding new solutions that dominate existing solutions can actually make the value of the hypervolume indicator decrease. Another drawback of the hypervolume indicator is its computational complexity. The calculation of the hypervolume indicator has been shown to be exponential in the number of objectives [20]. For bi-objective problems, like the one discussed in this paper, this is relatively harmless. It should be noted that the hypervolume will also improve if more solutions are found and the points are distributed evenly.

Thirdly, the quality of the distribution of the obtained solutions along the Pareto front is measured using Schott’s spacing metric [18], an indicator of how evenly the solutions are distributed. Schott’s spacing metric is defined as the standard deviation of the Manhattan distances between all solution and their closest
solution. The smaller the value of this metric, the less deviation and thus the more evenly spread the Pareto front is.

Let \( f_{m}^{i} \) be the objective function value of the \( i \)th solution on the \( m \)th objective, and let \( N \) be the number of non-dominated solutions on the Pareto front, then Schott's spacing metric is defined as:

\[
\sqrt{\frac{1}{N} \sum_{i=1}^{N} (d_i - \bar{d})^2}
\]  

(10)

with

\[
d_i = \min_{j \in [1, N] / i + j} \sum_{m} |f_{m}^{i} - f_{m}^{j}|
\]  

(11)

5.2. Efficient solutions

As mentioned, the algorithm only has a single parameter, the number of GRASP iterations maxiter. In general, a larger number of GRASP iterations leads to better efficient solutions, since new solutions will generally be found that dominate solutions already in the archive. To illustrate this, Fig. 3(a), (b) and (c) shows the efficient fronts found for 10, 100, 1000, and 10,000 iterations of the GRASP procedure, for test set 3 with 30 customers and 30 potential locations, 50 customers and 50 potential locations, and 100 customers and 100 potential locations, respectively.

Visual inspection of Fig. 3(a)–(c) reveals that the quality of the Pareto front does indeed improve with an increasing number of GRASP iterations. Note that the four fronts in each of the figures were generated with different runs of the GRASP heuristic. This means that some solutions found by the GRASP heuristic with, say, 10 runs, might actually dominate some solutions found by the GRASP heuristic with 100 runs. However, visual inspection of the figures clearly shows that the overall quality of the Pareto can be said to improve as a function of the number of GRASP iterations.

Quantitative analysis of the quality of the Pareto set approximations confirms these conclusions. Figs. 4–6 show the evolution during a run of 10,000 GRASP iterations of the number of non-dominated solutions, the hypervolume, and Schott's spacing metric for two different problem instances (30 customers/30 locations and 50 customers/50 locations).

The number of non-dominated solutions on the Pareto front can be seen to evolve towards a stable number of around 100–120 (see Fig. 4(a) and (b), for the cases of 30 customers/30 locations and 50 customers/50 locations, respectively).

As shown in Fig. 5(a) and (b), the hypervolume clearly increases as a function of the number of iterations. The “jumps” in Fig. 5(b) illustrate how the discovery of a new solution that dominates one of the solutions that determine the reference point, can make the value of the hypervolume decrease or increase abruptly. In between such jumps, however, the hypervolume steadily increases as better solutions are found by the heuristic.

Fig. 6(a) and (b) shows the evolution of Schott's spacing metric as a function of the number of iterations. Since this metric is a standard deviation, it has the same units as a distance in the objective function space. Clearly, a good spread corresponds to a small value, relative to the average value of a distance. For 30 customers and 30 locations (see Fig. 2), the difference between the maximum and the minimum transportation cost is approximately \( 1 \times 10^6 \). For the location cost this is \( 3.5 \times 10^7 \). Distances in the objective space, as well as the standard deviation of those distances, should therefore be evaluated on the \( 10^7 \times 10^8 \) scale. The value of Schott’s spacing metric for this data set is around \( 6 \times 10^5 \), which is several orders of magnitude smaller. This fact shows that the solutions are nicely spread out along the Pareto front. The same holds for the case with 50 customers and 50 objectives (compare the order of magnitude of the objectives in Fig. 3(b) with that of Fig. 6(b)).

The values in Fig. 6(b) show the same jumps as the hypervolume, indicating that Schott’s spacing metric is similarly

![Fig. 3. Pareto front approximations for 10, 100, 1000, and 10,000 iterations of the GRASP heuristic.](image-url)
affected by finding solutions that dominate one of the solutions that define the hypervolume.

5.3. CPU time analysis

An analysis of the CPU time required by the bi-objective GRASP algorithm can be found in Fig. 7, that shows the CPU time required for 10 iterations for different instance sizes. Given the fact that different iterations of the GRASP algorithm are independent of each other, the calculation time for longer or shorter runs can be easily estimated from the corresponding data point in this graph. Given the strategic importance of the intermodal terminal location decision, computing times are very reasonable, especially given the computational complexity of the underlying optimization problem. This is largely due to the fact that the GRASP metaheuristic efficiently exploits the specificities of the intermodal terminal location problem. Especially the use of an approximate evaluation function strongly reduces the computing time (see Sørensen et al. [8], for a more elaborate discussion).
6. Conclusions and future research

In this paper, a bi-objective version of the intermodal terminal location problem is developed. An efficient bi-objective GRASP algorithm was developed, that generates a set of mutually non-dominated solutions. The usefulness of this approach in analyzing an intermodal terminal network is twofold.

First of all, it allows the decision-maker to make a distinction between the costs paid by the users (companies shipping goods through the network) and the costs paid by the terminal operators. It therefore allows an estimation of the effects of different levels of investments. It also allows a more thorough analysis of the cost structure of the intermodal terminal location problem, by allowing the decision maker to analyze different solutions that are located in each other’s vicinity on the Pareto front.

Secondly, the algorithm is user-friendly, simple, and has only a single parameter: the number of iterations of the GRASP procedure. By adjusting this parameter, the decision-maker can choose the right balance between calculation time and quality of the Pareto front.

In the future the model could be adjusted to include more realistic cost structures. An analysis of the robustness of the solutions found is also necessary: some solutions may drastically change when changes in demand and supply in the network occur and may for that reason be disregarded in favor of other solutions. Costs could also include greenhouse gas emissions, noise levels, etc.
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